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Abstract

Due to characteristics of human visual system (HVS), people usually focus more on a specific region named region-of-interest (ROI) of a video frame, rather than watch the whole frame. In addition, ROI-based video coding can also help to effectively reduce the number of encoding bitrates required for video transmission over networks, especially for the 3D-TV transmissions. Therefore, in this work, we propose a novel ROI-based bit allocation (BA) method which can adaptively extract and increase the visual quality of ROI while saving a huge number of encoding bitrates for video data. In the proposed method, we first detect and extract ROI based on the depth information obtained from 3D-TV video coding sequences. Then, based on the extracted ROI, a novel BA scheme is performed to solve the rate-distortion (R-D) optimization problem, in which the higher priority bitrates are adaptively assigned to ROI while the total encoding bitrates of video frames are kept satisfying all constraints required by the R-D optimization. Experimental results show that the proposed method provides much better higher peak signal-to-noise ratio (PSNR) as compared to other conventional BA methods.
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1. Introduction

BA or rate control (RC) are important schemes that help to deal with bitrate and compressed video quality fluctuations. Therefore, BA algorithms have been widely studied and proposed for efficient video transmission over networks [1]. This problem is also related to challenging issues such as resource optimization, computational complexity, and real-time video processing [2]. In this work, we consider BA for a specific class of applications, namely 3D television (3D-TV), in which one of the most interesting issues to focus on is the quality enhancement of ROI.

Relating to the ROI, several studies have shown that human eyes do not treat the content equally in a whole video frame, but usually focus more on a specific region, ROI [3], [4]. Therefore, based on ROI and HVS, how to improve the performance of video coding has important theoretical and practical value. In [5], Hu et al. used a macroblock (MB) classification based on R-D characteristics to generate three kinds of ROIs (called basic units). Then, a weighted BA per region is performed with predetermined factors in heuristic ways. Lee and Bovik et al. [5] proposed to use an eye tracker to obtain the fixation points as ROI regions, for the earlier H.263 standard. However, it is impractical to have the eye tracker available during the video encoding process. Intuitively, the important cue for the perception model in conversational video coding is extracting faces as ROI regions. Then, a perceptual BA scheme [6] was proposed to reduce the quantization parameter (QP) values of skin regions.
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Recently, 3D-TV has emerged as an attractive video coding framework for giving users more immersive experience by allowing users to view 3D scenes. 3D-TV is based on 3D-HEVC which is a standardized extensions of High efficiency video coding (HEVC) or H.265/HEVC standard [7]. Like HEVC, 3D-TV has eminent compression performance, much better than that based on the preceding H.264/AVC [8]. However, in order to meet the requirements of low bit-rate video transmission of 3D-TV's or mobile devices, 3D-HEVC still poses the great challenging problem of compression efficiency for HEVC. In fact, there still remains much perceptual redundancy in HEVC, since human attentions do not focus on the whole scene, but only a small region of ROIs. Therefore, ROI based BA scheme can be considered as a key solution to improve the coding efficiency for 3D-HEVC. Unfortunately, to our best knowledge, the existing BA approaches have yet to be sophistically developed for the latest 3D-HEVC standard.

In [9], coding units (CUs) are classified referring to their depth in the quad tree and their coding type. Texture-based RC models for HEVC have been developed according to signal characteristics in different CU depths and coding types. In this method, the BA scheme for three types of CUs of different texture levels have been constructed to deal with more complex content and to ensure more accurate RC at the CU level. More efficient BA scheme applied for 3D-HEVC was proposed in [10] which is based on ROIs detection and extraction. In [10], Meddeb et al. proposed an approach to allocate a higher bitrate to the ROI while keeping the global bitrate close to the assigned target value. The ROIs, typically faces in this application, are automatically detected and each coding tree unit (CTU) is classified in a ROI map. This approach therefore can achieve high performance compared with that of BA applied for conventional H.264/AVC and provides an improvement in ROI quality. However, approaches mentioned above merely focus on color or texture information of video frames, and they do not take into account the depth information. In other words, since the characteristics of depth information introduced in 3D-HEVC and the high correlations between depth and ROIs are not effectively employed in the previous schemes, the accuracy and effectiveness of ROI detection algorithm can be reduce in these schemes.

In this paper, we propose a novel ROI-based BA method (ROI-BM) which can adaptively extract and increase the visual quality of ROI while saving a huge number of encoding bitrates for video data. In the proposed ROI-BM method, we first detect and extract ROI based on the depth information obtained from 3D-TV video coding sequences. Then, based on the extracted ROI, a novel BA scheme is performed to solve the R-D optimization problem, in which the higher priority bitrates are adaptively assigned to ROI while the total encoding bitrates of video frames are kept satisfying all constraints required by the R-D optimization. Experimental results show that the proposed method can provide higher PSNR compared to other conventional methods.

The rest of this paper is organized as follows. Section 2 describes the proposed method in detail. Experimental results are discussed in section 3. Finally, section 4 concludes this paper.

2. Proposed method

Figure 1 shows a general 3D-TV video streaming framework of the proposed ROI-BM method. In Figure 1, input video frames consist of multiple color frames, associated depth maps, and corresponding camera parameters of each frame. The 3D-TV coder encodes input video frames into color and associated camera parameters of each frame. At the sender, based on the ROI and non-ROI regions extracted from color frames and the available bandwidth estimated for network paths, the proposed ROI-BM method performs an optimal BA algorithm to minimize total distortion achieved over the system. Then, at the receiver, video frames are reconstructed and finally fed into the 3D-TV decoder where they are decoded, virtual view synthesized, and displayed.
2.1. Depth based ROI detection

Generally, in conventional methods, only texture information introduced in color video frames are employed to detect and extract ROI/Non-ROI regions. However, in our proposed method, we employ both texture and depth information to detect ROIs. Specifically, we propose to use the object detector algorithm (ODA) introduced in [11] for ROI detection. ODA is a famous algorithm and has been successfully applied for many applications performed on the colors frames for ROI detection such as text, faces, eyes detections, etc. In addition, to improve more on the accuracy of ROI detection for 3D-TV video frames, in our method, we also employ the high correlation between the ROI located in a color frame and its associated depth map.

Depth map is an 8-bit gray image that can be captured by depth camera or computed by stereo matching [12]. Each pixel in the depth map represents a relative distance between the video object and the camera. The depth data are usually stored as inverted real-world depth data \( d \), according to

\[
d (z) = \text{round} \left[ 255 \left( \frac{1}{z} - \frac{1}{z_{\text{min}}} \right) / \left( \frac{1}{z_{\text{max}}} - \frac{1}{z_{\text{min}}} \right) \right],
\]

where \( z \) is the real-world depth value for the image, \( z_{\text{min}} \) and \( z_{\text{max}} \) are the minimum and the maximum values for \( z \), respectively.

It is worth noticing that the ROI located in a color frame and its associated depth map are highly correlated, and two points belong to the same object in ROIs have the same or approximate depth values associated with them. As illustrated in Figure 2, pixels \( d_1 \) and \( d_2 \), located in the region \( \Omega \), which is the associated depth map of ROI region \( \Psi \), have closed pixel values together and these values are quite different from pixel \( d \), which is not belong to region \( \Omega \). Therefore, by determining exactly the region \( \Omega \) in the depth map, \( F_{\text{Depth}} \), the mapped region \( \Psi \) of \( \Omega \) in the color frame, \( F_{\text{Color}} \), can be accordingly determined as shown in Figure 2.

It is also noted that depth maps generated for 3D-TV are often noisy with irregular changes on the same object in color frames, which may cause unnatural-looking pixels in synthesized views as well as reduce the accuracy of ROI detection algorithms applied for color frames [13]. Smoothing the depth map with a low-pass filter can suppress the noises and improve the rendering quality. However, low-pass filtering will blur the sharp depth edges along object boundaries which are critical for high-quality view synthesis. Therefore, in the proposed ROI-BA method, we utilize a bilateral filter introduced in [14] for effectively smoothing plain regions while preserving discontinuities occurred along edge regions. The new filtered depth value, \( \tilde{Z}_z \), obtained using the bilateral filter is then defined by:

\[
\tilde{Z}_z = \frac{1}{k(s)} \sum_{p \in \Omega} f(p \cdot s) g(Z_p \cdot Z_z) Z_p,
\]

where \( \Omega \) is the neighborhood around pixel location \( s(\mu, \nu) \) under the convolution kernel, and \( k(s) \) is a normalization term.
2.2. ROI based adaptive bit allocation

The objective of optimal BA scheme is to achieve a target bitrate as close as possible to a given constant while ensuring minimum quality distortion. Knowing that quantization consists in reducing the bitrate of the compressed video signal, the major role of BA algorithms is thus to find for each transform coefficient the appropriate QP under the constraint

\[ R(QP) \leq R^{\text{max}}. \]

where \( R(QP) \) and \( R^{\text{max}} \) are the number of coding bits for source samples and the fixed target bit budget, respectively. Let \( D \) denotes the distortion measure between the original and the constructed samples, then the optimal BA problem can be formulated as follows:

\[ \min_{QP} D(QP) \text{ subject to } R(QP) \leq R^{\text{max}}. \]

In (4), at frame level, the expected distortion for a frame \( f \) of a video sequence can be measured using the average mean-square error (MSE) as

\[ D_f = E_i \left\{ (x'_i - y'_i)^2 \right\} = \frac{1}{XY} \sum_{i=1}^{XY} (x'_i - y'_i)^2. \]

where \( x'_i \) and \( y'_i \) denote the original and the reconstructed pixel values of the \( i \)th pixel in the frame \( f \) at the encoder and the decoder, respectively; \( E_i \{ \cdot \} \) denotes the expected MSE over all pixels in the frame \( f \), and \( X \) and \( Y \) respectively denote the frame width and height in pixels.

In the conventional BA methods, QP parameter is generally adopted as a global QP applied for all regions in a video frame without considering the different perceiving characteristics of different regions and depths. However, in our proposed ROI-BA method, we propose to use an adaptive BA scheme which adaptively adjusts QP based on visual attention region (ROI) without sacrificing the reconstructed video quality. Specifically, in our proposed method, the lowest QP is assigned to the highest priority region, ROI, and the higher QPs are assigned to the non-ROI regions such as background or transition regions between ROI and non-ROI.

In the proposed ROI-BA, the BA scheme is performed at two levels including frame and CTU levels. Frame level is to initialize a target amount of bits for each region, and CTU level is to make independent BA of CTUs of different regions. At the frame level, let \( R_r \) and \( R_n \) denote the ROI and non-ROI bitrates, respectively. The relation between \( R_r \) and \( R_n \) can be formulated as

\[ R_r = \alpha \cdot R_n. \]

where positive constant \( \alpha \) represents the desired ratio between the ROI and non-ROI bitrates. Then, the bitrate of the color video can be represented as a function of other bitrates that are applied for particular regions of the video: \( R = f(R_r, R_n) \). This is a linear function; its coefficients are determined according to the area of those above regions. The parameters of coding process applied for all the CTUs in each region, \( R_r \) and \( R_n \), need to be determined. Based on the importance of those regions to the HVS, it can be set as \( R_r > R_n \). The problem is to figure out their specific values and how they affect the quality of compressed video. To do
this, we calculate based on the constraints among the area of examined regions, how the capacity of the internet can satisfy to transmit the video.

Assume that \( R_{\text{max}} \) is the maximum bitrate that the network can adapt
\[
R_{\text{max}} = s_r R_{\text{max}}^a + s_w R_{\text{max}}^w, \tag{7}
\]
where \( s_r \) and \( s_w \) are the number of CTUs for ROI and non-ROI regions, respectively.

As assumed in (6), the bitrate budget spent for non-ROI coding region in a color frame is then given by:
\[
R_{\text{nr}}^{\text{max}} = \frac{R_{\text{max}}}{a \cdot s_r + s_w}. \tag{8}
\]

Similarly, the bitrate budget spent for ROI coding region is
\[
R_{\text{nri}}^{\text{max}} = \alpha \cdot \frac{R_{\text{max}}}{a \cdot s_r + s_w}. \tag{9}
\]

The proposed ROI-BA scheme is then stated as follows: Given \( R_{\text{max}}^{\text{ROI}} \), the proposed BA finds the optimal set of
\[
Q_{P_{i}} = \{Q P_{i,j}, Q P_{w,ij}\} \quad (i = 0, 1, \ldots; j = 0, 1, \ldots, s_w),
\]
where \( Q P_{i,j} \) and \( Q P_{w,ij} \) are the optimal QP chosen for the \( i \)th CTU of ROI and non-ROI coding regions, respectively. This optimal set of \( Q P_{i} = \{Q P_{i,j}, Q P_{w,ij}\} \) should be derived to minimize the total distortion \( D(Q P_{i}) \) at the receiver of the 3D-TV system (10)
\[
M \min_{Q P_{i}, Q P_{w,ij}} D(Q P_{i}) \quad \text{subject to} \quad R(Q P_{i,j}) \leq R_{\text{max}}^{\text{ROI}} \quad \text{and} \quad R(Q P_{w,ij}) \leq R_{\text{max}}^{\text{NR}}. \tag{10}
\]

At the sender, the ROI-BA scheme presented in (10) is processed to get the optimal bitrates assigned to ROI and non-ROI regions to transmit over networks. The proposed adaptive ROI-BA scheme takes all possible combinations of \( Q P_{i} = \{Q P_{i,j}, Q P_{w,ij}\} \) that satisfy the constraints in (10) and chooses the best one that minimizes the total expected distortion \( D \).

3. Experimental results

Several experiments have been performed to illustrate the effectiveness of the proposed ROI-BA method. The experiment results are reported for several video sequences using 3D test model (3DTM) reference software [15] of the 3D-HEVC extension of H.265/HEVC standard at 30 frames/s. The four main test sequences used in our experiments are Ballet, Breakdancers, Alt Moabit, and Book Arrival with resolution is XGA 1024×768, and each sequence consists of 8/16 color views captured from different cameras (100 frames per view). Along with color views are correlative depth maps generated from stereo. The former two test sequences come from [16] by Microsoft, while the latters are provided by [17] from Heinrich Hertz Institute. In our experiments, the value of \( a \) is set to 1.3 for Alt Moabit test sequence and 1.25 for three remaining samples. The first test sequence Ballet contains a dancing-ballet woman and a watching-man in a room. The second, Breakdancers, contains a dancing man and four other men are watching him in a practicing room. The third test sequence, Alt Moabit is a traffic scene in Berlin with some cars parked down near the pavement while other cars are moving. The final one is Book Arrival with a man sits in the room before another man coming in and they have a talk.

The ROI detection was applied to the monoscopic 2D sequences. Table I shows results of the proposed ROI detection and tracking method, which is implemented in several situations with the camera is set up indoor and the location of the camera can be fixed or changeable. In these cases, specific ROIs chosen by users are moving objects. And, to evaluate the effectiveness of our proposed ROI detection method, we utilize a success ratio, which is measured by:
\[
P_{\text{success}} = 1 - \frac{|N_1 - N_2|}{N_2}, \tag{11}
\]
where \( N_1 \) and \( N_2 \) are the areas of ROI extracted by our proposed method and manually measured method, respectively. After
ROI extracting, the number of CUs presented for ROI regions are counted for $N_1$ and $N_2$. As reported in Table I, our proposed method achieves a high successful ratio of ROI detection for ROI regions. Specifically, in Table I, compared to the exactly results obtained by the manually measured method, our proposed method always achieves a high successful ratio with the lowest value of 97.9%. As mentioned in Section 2, these results can help to improve efficiently the performance of the proposed ROI-BA scheme. In addition, for subjective evaluation, Figures 3 and 4 show the results of ROI regions extracted by using our method. As can be seen in Figures 3 and 4, ROI regions can be exactly detected and extracted from any frame of input video sequences, Ballet or Breakdancers.

We also compare the distortion or PSNR performance of the proposed method with that of the conventional 3D-HEVC [7] and ROI-BA scheme introduced in [18]. In [7], the BA scheme is performed without considering the ROI detection and ROI based BA. The QPs values in [7] therefore are equally assigned to all CTUs encoded in a color frame. Lei et al. [18] introduce a multilevel ROIs based BA strategy, in which the MB saliency is derived from depth information of the video sequence, and then the multilevel ROI segmentation is conducted based on the MB saliency distribution.

For fair comparisons between PSNR performance of the proposed ROI-BA with that of the conventional 3D-HEVC and Lei et al. [18] methods, we calculate the average distortion or PSNR of the ROI for $m$ consecutive frames as follows:

$$PSNR_{ROI} = \frac{1}{m} \sum_{i=1}^{m} 10 \log_{10} \frac{255^2}{MSE_{ROI}}. \quad (12)$$

where $MSE_{ROI}^{(i)}$ is the $MSE$ of the ROI region at the $i$th frame, $MSE$ is given by:

$$MSE = \frac{1}{N^2} \sum_{i,k} (C_{ij} - R_{ij})^2. \quad (13)$$

In (13), $N$ denotes the size of each encoded block in conventional 3D-HEVC video coding, and $C_{ij}$ and $R_{ij}$ are the current and reconstructed pixel values, respectively.

It is worth noticing that given the same target bit budget assigned to the same encoded video sequence, the more accurate ROI regions are extracted, the more bitrates need to be allocated to these regions, and thus the higher PSNR performances can be achieved. The PSNR performances of video coders are also improved if the ROI-BA scheme is adaptively and effectively performed at the sender of video coding system as mentioned in Section 2. In this works, the effectiveness of both ROI detection and adaptive BA scheme obtained from the proposed ROI-BA, 3D-HEVC, and Lei et al. [18] methods are compared and verified using different tested input sequences, and different experimental conditions.

Figure 5 shows the PSNR performance of the proposed ROI-BA, the conventional 3D-HEVC, and Lei et al. [18] methods corresponding to a wide range of encoding bitrates. As seen in Figure 5, the proposed method outperforms the conventional methods by a large margin of performance. For example, at the bitrate of 6 Mbps, the proposed ROI-BA

<table>
<thead>
<tr>
<th>Video sequence</th>
<th>Environment</th>
<th>Depth structure</th>
<th>ROI’s velocity</th>
<th>ROI’s position</th>
<th>ROI</th>
<th>Detection result</th>
<th>Tracking result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballet</td>
<td>Indoor</td>
<td>Simple</td>
<td>Fast</td>
<td>Almost stable</td>
<td>Ballet dancer</td>
<td>99.3%</td>
<td>Good</td>
</tr>
<tr>
<td>Breakdancers</td>
<td>Indoor</td>
<td>Complex</td>
<td>Fast</td>
<td>Almost stable</td>
<td>Break dancer</td>
<td>98.5%</td>
<td>Good</td>
</tr>
<tr>
<td>Alt Moabit</td>
<td>Outdoor</td>
<td>Simple</td>
<td>Fast</td>
<td>Unstable</td>
<td>Car</td>
<td>99.1%</td>
<td>Good</td>
</tr>
<tr>
<td>Book Arrival</td>
<td>Indoor</td>
<td>Complex</td>
<td>Slow</td>
<td>Unstable</td>
<td>Moving man</td>
<td>97.9%</td>
<td>Good</td>
</tr>
</tbody>
</table>
provides up to 0.84 dB better performance than the conventional 3D-HEVC coder. The proposed method also provides higher PSNR performance than the multiple ROI-BA [18] coder. With the same target bit budget assigned to the proposed ROI-BA, however the multiple ROI-BA coder yields worse performances than the proposed method at all values of bitrates as shown in Figure 5. The reason lies in the fact that the ROI based BA scheme is not supported in the conventional 3D-HEVC for adaptive BA, and thus, all CTUs are encoded using equal QPs without assigning more bitrates for ROI regions. In Lei et al. [18] method, low-pass filters are not applied for depth maps to smooth and suppress noises on the depths. Therefore, as confirmed from the experimental results of this method that there are often noisy with irregular changes on the extracted ROI regions, which make confusing on the choice of threshold and thus reduce the accuracy of ROI detection algorithms proposed by this method.

Similar results are obtained from Breakdancers, Alt Moabit, and Book Arrival sequences as shown in Figures 6-8, respectively. For the Breakdancers sequence where the motion activities are high and complexity, however, as can be seen in Figure 6, the proposed method also introduces much higher PSNR performance than the 3D-HEVC and multiple ROI-BA [18]. More specifically, at the rate of 7.5 Mbps, the proposed provides
about 0.96 dB and 0.71 dB better performances than the 3D-HEVC and multiple ROI-BA coders, respectively as shown in Figure 6.

4. Conclusion

This paper presents a novel and efficient method of allocating bit for ROI and non-ROI regions for robust video transmission. Based on the depth information, which has been smoothed by bilateral filter, the proposed method detects and extracts ROI effectively.

Given the constraint of network bandwidth, the extracted ROI is then allocated more bits than other regions to keep ROI at high visual quality and minimize the overall distortion. Experimental results show that the proposed method achieves better PSNR performances than both conventional 3D-HEVC and Lei et al. in various testing sequences and conditions. In future works, multi-levels ROI detections and classifications would be taken into account for further extending our frameworks. Furthermore, it is our belief that by employing additional information from channel feedback reports and unequal error protection
(UEP) scheme applied for ROI regions, the performance of the proposed ROI-BA method can be more improved to provide an optimal end-to-end rate-distortion optimization.
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